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Introduction predictive assessments (Saumya et al., 2023). This
‘ ' ' . introduction provides an overview of the implementation
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times, Machine Learning (ML) models have been picked in healthcare, offering the potential to augment
as favourable tools for enhancing CKD detection and traditional diagnostic appr()aches with data-driven
management by leveraging advanced computational insights that can facilitate early intervention and
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Venkatesh (2023) By leveraging the power of ML,
healthcare providers can harness vast amounts of patient
data, including demographic information, clinical
biomarkers, medical imaging and genetic profiles, to
develop predictive models capable of identifying
individuals at risk of CKD onset, progression, or
complications. Furthermore, these models in CKD offer
the advantage of adaptability and scalability, enabling
continuous refinement and optimization based on
evolving datasets and clinical insights (Gracious ef al.,
2023). This iterative process can ultimately guide the
development of increasingly accurate and reliable
predictive models tailored to the specific characteristics
and needs of CKD populations. This introduction sets the
stage for exploring the role of ML models in CKD
detection, highlighting their potential benefits,
challenges and implications for improving healthcare
outcomes. Subsequent sections will delve into the
application of models to CKD problems, data sources,
model evaluation techniques and practical considerations
(Rubini, 2015). The aim of this study is to exercise the
use of different Machine learning models such as
Decision Tree, Random Forest, AdaBoost, Stochastic
Gradient Boosting and the proposed model, namely,
Random Forest with Recursive Feature Selection to
predict CKD at early stages (Salekin & Stankovic, 2016).

The primary aim of the investigation is to observe the
foremost and possible method so that CKD can be
predicted with greater accuracy and efficiency (Lichman
(n.d)). Early detection will not only help provide
sufficient treatment for the patients but also help cut
down on personal expenses. The approach to predicting
CKD is done by identifying the correct metrics and
finding the relevant attributes that can be used to increase
the model's accuracy (Haralick ef al., 1973). The priority
of this study lies in the fact that a detailed analysis of
attributes and variables can be done to predict Chronic
Kidney Disease. The comparison of all the machine
learning models will be assessed, and detailed
information needs to be discussed in this study. These
models will outline the CKD problem with a detailed
analysis of different parameters and values that will
ultimately lead to a precise prediction and better outcome
(Park et al, 2021). This study clearly describes the
different sections that need to be addressed. Section 2
discusses the previous work that has been done in the
area of Chronic Kidney disease prediction or simply the
literature review that has been done till now in the field
of CKD with the assistance of machine learning models
(Saba, 2020). The problems and viable solutions are
being discussed in the paper. The next section covers the
process, with the assistance of the usage of machine
learning models on the dataset. The later section outlines
the results and proposed model that can be highlighted to
predict chronic kidney disease. Section 5 compares the
metrics by applying the different machine learning
models. The last section describes the conclusion and the
work that needs to be done in the future.

Literature Review

It is the section where the work around the prediction
and detection of chronic kidney disease has been listed
by the different authors. Taylor et al. (2018) conducted a
single-centre, multi-centre, retrospective investigation of
80387 adults with the symptoms of Urinary Tract
Infection (UTI). Here, the authors try to find a solution to
the problem of which artificial intelligence algorithm
will give the highest specificity and sensitivity in
diagnosing UTIs with the help of the clinical
manifestations with the availability of urine samples.
This study highlights both laboratory and clinical data to
develop a model for his UTI prediction using the 6 ML
algorithms, namely, Extreme Gradient, Adaptive
Boosting, RF, SVM, Elastic Net, and ANN. The model
used a dataset of 211 factors and a set of 10 variables,
namely, categorized in age, sex, nitrite, UA bacteria, UA
blood, UA WBC, epithelial cells, UTI history, and
dysuria. It was developed as UTI prediction, which was
differentiated from the earlier documentation of urinary
tract infection diagnosis and administration of
antibiotics. The algorithm that was best achieved for both
models was Extreme Gradient Boost, with a value of
AUC of 0.904. The limitation of this research is basically
the small set of variables that can be expanded to get
more accurate results.

Burton et al. (2019) attempted to use Al to lessen the
diagnostic workload without impacting the detection of
urinary tract infections. The aim of this study is to find
out which parameters in the urine samples were the
sensitive ones and then specify them to assist in the
diagnosis of urinary tract infections. It uses two
classification methods: heuristic models and machine
learning approaches. It tested three different algorithms,
namely, Random Forests, Neural Networks, and Extreme
Gradient Boosting Reinforcement. In the study, the
deduction was made that combinations of WBC and
bacterial count are most strongly correlated. Elhoseny e?
al. (2019) in this study, the author compares 3 different
classification algorithms with the new algorithm which is
known as the Density-based feature selection ACO
algorithm, Olex GA, which results in the lowest accuracy
among all, i.e. 75% with the implication of the degraded
classifier outcomes.

Both the ACO and PCO algorithms indicated an
accuracy of about 87.5-85%, respectively, but their
performance is much less as compared to the Density-
based-Ant Colony Optimisation algorithm. An accuracy
of almost 95% is obtained by the application of the D-
ACO algorithm, which not only indicates the effective
performance but also gives a higher accuracy factor on
the dataset on which the algorithm is being applied.
Ultimately, the results of different classification
algorithms on the CKD dataset in terms of various
performance measures proposed that the mentioned D-
ACO algorithm be more efficient in the classification of
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the dataset. The reason is that it has an advantage over
DFS as well as the nature of wrapper methods, which
steadily implement the DFS & ACO algorithms
repeatedly. This method has an overall accuracy of 95%,
but it can be improved by an alternative method or
application of other deep learning models.

In this study by Bai et al. (2022), the author considers
the dataset with 748 chronic kidney disease patients. In
this study, 3 Machine Learning models, namely Logistic
regression, Naive Bayes, and random Forest, are applied
to the dataset. After applying this dataset, it almost
showed similar predictability and greater sensitivity as
compared to the Kidney Failure Risk Equation. This
equation shows the highest accuracy, specificity, and
precision. This study also becomes important to
showcase the application of Machine learning for the
evaluation of the detection of chronic kidney disease
with relevant parameters.

In the study by Debal and Sitote (2022), the author
lists the crucial aspects of detecting chronic kidney
disease so as to avoid the risk of kidney failure. In this
study, the author applied 3 Machine Learning models,
namely, Random Forest, SVM, and Decision Tree, with
the application of 2 feature selection methods. The
evaluation of the models is performed by the 10-fold
cross-validation. A total of 19 features are mentioned in
this study, with the Random Forest which shows the
highest accuracy on the overall basis. The Decision tree
shows lower accuracy when compared to random forest.
The Support Vector Machine and Random Forest with
the method of RFECV give the highest accuracy of about
99.8% for the binary class. Saha et al. (2019) highlight
the study on the significance of Chronic Kidney Disease
and its prediction for early detection and ultimately
saving lives. Based on the research, the author applied
the Machine Learning models to perform CKD analysis.
The models like Random Forest, Naive Bayes, MLP, LR,
and NN are applied. The observation process is done
with the help of the CKD dataset obtained from the
National Kidney Foundation, Bangladesh, with various
Machine Learning models. The result shows that the
optimized NN performs better than the other models like
Random Forest, NB, MLP, and LR. The study compares
the identification of CKD by the eight different ML
models. Out of all the machine learning models, Gradient
boosting is the one which achieves 98% accuracy,
whereas the KNN and Extra Tree classifier both obtain
99% accuracy. The dataset on which the machine
learning models are applied is the publicly available UCI
dataset. This dataset has 25 attributes, including the
target variable. This dataset is also categorized into two
broad categories, namely, Yes and No. No work has been
found to detect CKD based on the least number of
predictors. This dataset has the problem of missing
values and imbalanced classes. Preprocessing of data,
missing value management, classification methods, and
extraction are all steps performed in the process to obtain

the desired accuracy. The accuracy obtained with a new
performance tuning layered strategy is 98.75%, with
100% sensitivity, having 96.55% for specificity and
99.03% fl-score. Another limitation is the integration of
ML models into clinical practice. The major problems,
such as data quality, interpretability, transparency of the
model, and ethical considerations, need to be highlighted
to certify the responsible and productive implementation
of ML-based CKD detection systems (Verma & Verma,
2022).

Moreover, the translation of research findings into
real-world clinical settings requires robust validation,
regulatory approval, and integration with existing
healthcare workflows. Despite these challenges, the
possible effect of ML models on CKD detection and
management is profound (Baidya et al., 2022). By
providing clinicians with actionable insights derived
from comprehensive data analysis, ML models have the
potential to revolutionize CKD care delivery, leading to
earlier detection, more targeted interventions and
improved patient outcomes (Srivastava et al., 2022). To
address these limitations and improve the accuracy of
predicting CKD at an early stage, the author is proposing
a new method with a combination of Machine learning
model and Feature Selection method. In this study, the
author put forward the application of Random Forest
with Recursive Feature Selection, which paved the way
for improved accuracy. After analyzing all the previous
work, the random forest model was selected as it shows
much-improved accuracy over other models.

Materials and Methods

The dataset used for the study is University of
California, Irvine (UCI) Chronic Kidney Dataset, which
is accessible on the public domain. This dataset clearly
identifies 400 instances with 25 unique attributes. The
class labels are identified as ckd, notckd. The evaluation
metrics have been obtained on the Anaconda Navigator
2.6.5 by using Jupyter Version 7.0.8 notebook, which is
an interactive computing notebook environment. The
final code has been written on the Jupyter notebook with
the help of Python 3, a high level, general purpose
programming language.

This section will outline the methodology that will be
used to predict chronic kidney disease by applying the
different machine-learning models and the proposed
method. The process to achieve a better outcome has
certain steps, which include access to relevant and
publicly available datasets. This dataset will be
preprocessed by removing the missing values using
mode imputation. When the preprocessing step is
performed, different selected machine learning models
according to previous work are applied and compared
with the proposed model. This proposed model is further
compared with the existing models on the basis of
evaluation metrics.
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Data Collection

Data collection is the first step in the methodology,
which is shown in Figure (1). It is really important to
select the relevant dataset for the detection and
prediction of CKD. The University of California, Irvine
(UCI) CKD dataset, a publicly available dataset, was
used for this study, which has a total of 400 instances
with 25 attributes, including the target variable. Out of
the total 25 attributes, 11 attributes are numeric, and 14
attributes are nominal features. The only purpose is to
predict the presence of CKD or not by applying the ML
Models (Moreno-Ibarraet, 2013). The different attributes
consist of red blood cells, blood glucose, haemoglobin,
white blood cells, etc. It also signifies the classes with
the presence of CKD and Not CKD. The attributes have
a mixture of numerical and categorical variables.

_— . Application of Application of A S
alese [ Different Proposed Performance
Classifiers Method

Fig. 1: Methodology

Data Pre Processing

UCI CKD dataset, which is being used for this study,
has the problem of missing values and encoding of
categorical attributes. The missing values problem is
addressed by the usage of mode computation. All
missing values are adjusted by the mode formula, i.e.,
replacing the missing value with the value with the
highest frequency of occurrence. The encoding of
categorical attributes is solved by applying one hot
encoding. These 14 categorical attributes are converted
into binary form so that evaluation can be deducted to
achieve the desired outcome. This method is performed
by adding import OneEncoder in the coding console.
Both methods help to complete the preprocessing step
and further share the dataset for the application of
machine learning models.

Machine Learning Models

Machine learning makes use of statistical models and
techniques to make predictions and analyses with the
result format. The system is able to find certain
deductions on the basis of the datasets (Maier et al.,
2019; Segal et al., 2020). The process follows when a
large amount of data and dataset is provided to the model
so that the accuracy of the models can be judged and
some relevant results can be deduced. The dataset
provides a lot of new information that can definitely be
used to create new information about medical diseases.
The models can be analyzed when the various machine-
leading models are applied to the UCI dataset (Ifraz et
al., 2021). The machine learning models that are applied
are Decision Trees, Random Forest, AdaBoost,
Stochastic Gradient Boosting, etc. These machine-
learning models will understand the different features
and obtain different performance metrics (Islam et al.,
2020).

Decision Tree

Decision trees are versatile and interpretable machine
learning models widely used in various domains for
classification and regression tasks. Their intuitive
structure, with specialization to handle both categorical
and numerical data and straightforward interpretation,
makes them valuable tools for data analysis and
decision-making. The article provides a detailed
overview of decision trees, covering their theoretical
foundations, practical applications, model evaluation
techniques and recent advancements (Almasoud & Ward,
2019). Through a detailed examination of decision tree
algorithms, splitting criteria, pruning techniques and
ensemble methods, readers will gain a thorough
understanding of how decision trees work and how they
can be utilized in real-world scenarios.

Random Forest

This model is a powerful ensemble learning
algorithm which has gained widespread presence in
various domains of ML because of its versatility,
robustness  and  superior  performance.  This
comprehensive article provides an in-depth exploration
of Random Forest, covering its theoretical foundations,
practical applications, model evaluation techniques and
recent advancements (Bennett, 1992). Through a detailed
examination of Random Forest's underlying principles,
ensemble learning concepts, decision tree aggregation
methods and parameter tuning strategies, readers will
gain a profound understanding of how Random Forest
operates and how it can be effectively utilized in real-
world scenarios.

AdaBoost

Adaptive Boosting is among the machine learning
algorithms that are applied for the application of
regression and classification tasks. The main objective
behind AdaBoost is to focus on the instances that are
hard to classify and give them more weight so that
subsequent weak learners pay more attention to them. In
this technique, each training instance is initially given an
equal weight. It assists in classifying the data better than
random guessing. The instances that are misclassified by
the weak learner are given higher weight in the next
iteration so that subsequent weak learners focus more on
these difficult instances (Noshad et al., 2019). The final
prediction is made by joining the predictions of every
weak learner, which is weighted by their individual
accuracy. The steps are repeated for a predefined unit of
iterations or till an expected level of accuracy is reached.
The outcome given by AdaBoost is a weighted
combination of every weak learner. This model is
effective when the weak learners are simple and have
low complexity, namely decision stumps. This simplicity
makes AdaBoost less prone to overfitting. However, it
can be sensitive to noisy data and outliers (Pandey &
Prabhakar, 2016).
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Stochastic Gradient Boosting

Stochastic Gradient Boosting, also known as
Gradient Boosted Trees or simply Gradient Boosting
Machines (GBM), is an add-on to traditional Gradient
Boosting that introduces randomness into the training
process. It's a popular ensemble learning technique used
for regression and classification tasks. In traditional
Gradient Boosting, the algorithm starts with an initial
prediction and aims to improve upon it with subsequent
iterations. The weak learners are added sequentially to
the ensemble (Zhang et al., 2019). At each iteration, a
new tree is trained to predict the residuals. Stochastic
Gradient Boosting introduces randomness in two main
ways. Rather than using the entire training dataset to
train every tree, a random subset of training data is
sampled. This introduces variability into the training
process. Then, at each node of each tree, a random subset
of features is considered for splitting. This helps prevent
overfitting and increases model diversity. Stochastic
Gradient Boosting is widely used in practice due to its
effectiveness and robustness (Aziz et al., 2020). It often

achieves state-of-the-art performance in various
machine-learning  competitions  and  real-world
applications.

Proposed Work

In this study, the author will be using the Recursive
Feature Selection method with Random Forest. This
feature selection is used in accordance with the Random
Forest model to achieve better accuracy than the other
Machine learning models. First, we understand the
Recursive Feature Selection method. Recursive Feature
Selection is selected as it reduces the problem of
overfitting while improving model performance,
interpretability and efficiency. Obviously, it will identify
the key parameters that will have an impact on the
model, which ultimately helps to reduce computational
power and, in the future, can be crucial when working
with limited hardware or in large-scale applications.

Recursive Feature Selection

Recursive Feature Selection (RFE) is an important
technique used for feature selection in machine learning,
aimed at identifying the most relevant subset of features
that contribute to model performance while discarding
irrelevant or redundant attributes (Karkare, 2024; Senan
et al., 2021). This comprehensive article provides an in-
depth exploration of Recursive Feature Selection,
covering its theoretical foundations, practical
applications, implementation strategies and recent
advancements. Through a detailed examination of RFE's
underlying principles, iterative feature elimination
process, selection criteria and model evaluation
techniques, readers will gain a profound understanding
of how RFE operates and how it can be effectively
utilized to enhance model interpretability, reduce

overfitting and improve predictive performance.
Furthermore, this article discusses the challenges and
future directions in Recursive Feature Selection research,
including approaches for handling high-dimensional
datasets, integrating with different machine learning
algorithms and addressing computational complexity. By
unravelling the intricacies of Recursive Feature
Selection, this article aims to empower researchers,
practitioners and enthusiasts to leverage this powerful
dimensionality reduction technique in their data analysis
and  modelling  endeavours  (Munasinghe &
Karunanayake, 2021; Priyatno & Widiyaningtyas, 2024).
Now, RFE is applied with the Random Forest method to
obtain the best attributes that will impact all the
parameters like accuracy, F1-score, Recall, etc.

Model Training and Performance

The performance of various ML models on the basis
of accuracy, F1-score, precision and recall are discussed
in this section. Before comparing all the evaluation
metrics, we need to address the issue of class imbalance,
which was highlighted in the previous work. Now, this
issue is solved by the use of K-Fold cross-validation. In
our coding part, we use 5-fold cross-validation, which
divides all five equal-sized folds. Out of 5 folds, four
folds are used for the training part, and the remaining
part is the validation part.

The hyperparameter tuning was optimized by using
the import GridSearchCV. GridSearchCV will return the
best set of hyperparameters and allow you to assess the
model's performance. The hypertuning is done by using

the n_estimators = 100, max depth = 10,
min_samples_leaf=1.
Features VIF
5 pus_cell 1.62
2 albumin 1.54
7 diabetes_mellitus 1.49
6 pus_cell_clumps 1.43
1 specific_gravity 1.39
3 sugar 1.24
9 appetite 1.21
4 red_blood_cells 1.16
8 coronary_artery_disease 1.15
10 aanemia 1.14

Fig. 2: Variables obtained by RFE
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The attributes obtained by applying the RFE method
are presented in Figure (2). These attributes are decided
with the value of VIF. The variance inflation factor is
used to detect the multicollinearity. These 10 attributes
out of the existing 24 attributes are highly important and
clearly become a high priority so that a clear decision on
CKD detection can be made. It clearly highlights that the
proposed model is showing better results than the
existing ML models. Random Forest with RFE achieved
the highest accuracy of 97.5% among all tested machine-
learning models. The detailed accuracy among all the
models is shown in Figure (3).

Accuracy of Different Classifiers

98.00% 97.50%

97.00% 96.60% 96.60%
96.00%
950%

95.00%

94.00%

93.00% 92.50%

92.00%

91.00%

90.00%

Decision Tree Random Forest AdaBoost Stochastic Random Forest

Gradient Boosting with RFE
(Proposed)

m Accuracy of Different Classifiers

Fig. 3: Accuracy parameter for all models

Precision is a critical metric in machine learning,
especially in situations where false positives can lead to
significant consequences. Precision is defined by the
ratio of True Positives (TP) by the sum of True Positive
and False Positives. The proposed methods show a
precision of 97.6% as indicated in Figure (4).

Precision of Different Classifiers

102.00%
100.00% 100%

100.00%

98.00% 98.00% 97.60%
96.00%

94.00% 93.00%

92.00%

90.00%

88.00%

Decision Tree Random Forest AdaBoost Stochastic Random Forest

Gradient Boosting  with RFE
{Proposed)

Fig. 4: Precision parameter for all models

Recall, which is also known as sensitivity, is another
key metric used to evaluate the performance of
classification models, especially when the cost of false
negatives is high. Recall is the ratio of True Positives
(TP) by the sum of True Positive and False Negatives.
The proposed methods show a recall of 97.5% as
indicated in Figure (5).

Figure (6) shows the F1-score for the Random Forest
with the RFE model is 97.4% and is the highest among
all the machine learning models. The rest of the models
show a lesser F1 score. F1-score is the harmonic mean of

Precision and recall. The precision and recall of the
various machine learning models with proposed models
have been depicted in Figs. (4-5). Now, we discussed all
the evaluation parameters that were of utmost importance
for the desired outcome to predict CKD at an early stage.

Recall of Different Classifiers

100.00%

98.00% 97.50%

94.00%

96.00%
94.00%
92.00%
92.00%
90.00%
88.00% 88%
88.00%
86.00%
84.00%
82.00%

Decision Tree Random Forest AdaBoost Stochastic Random Forest

Gradient Boosting with RFE
(Proposed)

Fig. 5: Recall parameter

F1-score of Different Classifiers
98.00% 97.40%

96.00% 96.00%
96.00%

94.00% 93%
92.00%
90.00%
90.00%
88.00% I
86.00%

Decision Tree Random Forest AdaBoost Stochastic Random Forest

Gradient Boosting with RFE
(Proposed)

Fig. 6: F1-score parameter for all models

Results and Discussion

The machine learning models and proposed model
were applied to the available dataset. It clearly shows
that random forest with RFE shows better accuracy than
the rest of the machine learning models. Table (1)
compares all the relevant parameters which helps us to
define the fact that the proposed model shows 97.5%
accuracy, which is the highest among all the other
machine learning models. The precision stood at 97.6%
for the proposed model, with recall showing 97.5%
which is highest among all the other models applied on
the dataset. The F1-score shows 97.4% which is greater
than all the other models.

Table 1: Comparison of various methods with different parameters

Type of Classifiers Accuracy Precision Recall F1-Score
(%) (%) (%) (%)

Decision Tree 92.5 93 88 90

Random Forest 96.6 100 92 96

Ada Boost 96.6 98 94 96

Stochastic Gradient 95 100 88 93

Boosting

Random forest with 97.5 97.6 97.5 97.4

RFE (Proposed)
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Conclusion and Future Work

The various ML algorithms that have been applied to
the dataset are Decision Tree, Random Forest, AdaBoost,
Stochastic Gradient Boosting, and Random Forest with
Recursive Feature Selection. Every model is applied to
obtain maximum accuracy and achieve higher values of
parameters like recall, precision and F1-Score. Future
work will include applying more machine learning
models with improved mechanisms so that greater
accuracy in the prediction and detection of CKD can be
obtained. The future scope is also to apply more feature
selection methods with machine learning models. The
RFE method can also be compared with other feature
selection methods, but computational challenges need to
be taken into consideration.
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