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Abstract: Classification of the sentiment and using it for the rating
prediction is the major task don in this paper. The emotions and opinions are
expressed by the users about a product on the e-commerce website and this
provides the basis for the prediction done here. The prediction of the rating
enables both the user as well as the seller as the user will get the trust
worthiness of the product quality whereas the seller will get an insight into
the issues and the upgradations if any needed in the product.the reviews are
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easily available online for the products these reviews . Various websites like
Myntra, Amazon , Flipkart and many more have reviews displayed depicting
the users verdit whether to buy or not buy the product. The reviews hence
collected are preprocessed using NLP algorithm like VADER, TextBlob,
Flair deep learning algorithms like CNN, ANN (Lavanya & Sasikala, 2021).
The reviews are filtered to classified as positive, neutral or negative based
on the emotions embedded in it after collecting the sentiment score this
score is used to train the model and predict the rating of the product.

Keywords: Machine Learning, Deep Learning, Sentiment Analysis, Text
Mining, Data Mining, NLP, Recommender System, AdaBoost, Stacking,

Hybrid, LSTM

Introduction

Humans have the priceless attribute —"Emotions,"
and these emotions help in decision-making and
choosing the right and ignoring the wrong. Machines
don’t have the same emotions, but nowadays are
imparted and tried to be implemented in the machines so
that the machines become smart enough and help
humans make decisions. The emotion classification in
the field of computer technology is called "Sentiment
Analysis (Pansy and Rupali, 2021), opinion mining, or
text mining (Bilal and Saad, 2017)," but the analysis is
often combined with recommender systems. The
sentiment analysis does the smart work of classifying the
emotions into positive, negative, or neutral, whereas the
recommender system makes smart suggestions based on
some specific criteria the user is searching for. Basically,
the sentiment analysis works on the principle of the NLP
(Lavanya and Sasikala, 2021) for the classification of the
text-based emotions given by online community users.
The paper herein flows in the following sections
difference between the sentiment analysis (Gang et al.,
2014) and recommender system, related work in the
sentiment analysis discussing the research done to date,
the research gap to implement the new method to
perform sentiment analysis, methodology to actually
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implement the sentiment analysis, conclusion, and
references.

Recommender System V/S Sentiment Analysis

It aims to provide wusers with personalized
recommendations based on their past behavior and
preferences. A clear working of recommender system
and the sentiment analysis is described in Figure (1).

Text Preprocessing: Reformats, cleans,
ml  2nd prepares it into an understandable —_—
mode for subsequent analysis.

Data Collection: Collects user
data (ratings, purchases, etc.) and
mal item data (features,
descriptions).

. ga::ct;:ilg:;;at‘?:r:lsy:: dOf dst Feature Extraction: Extracts from the
d cleaned text features related to
correlations. — : —_—
keywords, n-grams, or some established
sentiment lexicon.
Model Building: Trains some
aa model that predicts user —
preference.
Sentiment Classification: Classifies each
text as positive, negative, or neutral with
mml regard to the option selected based on
Recommendation Generation: machine learning techniques.
mal Develops personalized —
recommendations from it.

Sentiment Analysis

Recommender system

Fig. 1: Working of recommender system and sentiment
analysis

© 2025 Jyoti S Verma and Jaimin N Undavia. This open-access article is distributed under a Creative Commons Attribution (CC-BY) 4.0

license.


http://192.168.1.15/data/12912/fig1.png
http://192.168.1.15/data/12912/fig1.png

Jyoti S Verma et al. / Journal of Computer Science 2025, 21 (6): 1299.1306
DOI: 10.3844/jcssp.2025.1299.1306

Examples of the recommender system (Roy and
Dutta, 2022) are Product recommendations on e-
commerce websites, Movie recommendations on
streaming platforms, and Friend suggestions on social
media.

Whereas sentiment analysis (Kakuthota et al., 2021)
is an intention to classify sentiment and opinions
expressed in any given text. Sentiment can be classified
based on either the document level, aspect level, word
level, sentence level, aspect level (Akhtar et al., 2016;
Zenun et al., 2020), or emotion level. For example:
Analysis of customer reviews to gauge product
satisfaction, Brand sentiment monitoring on social
media, Determining overall sentiment towards news
articles, etc. Basic differences between two approaches
are discussed in Table (1).

Table 1: Difference of recommender and sentiment analysis

Feature Recommender Systems ~ Sentiment Analysis
Primary  Personalized Sentiment classification
Goal recommendations

Textual data (reviews,

comments, social media

posts)

Sentiment polarity

(positive, negative,

neutral)

Techniques Collaborative filtering, Natural language
content-based filtering, and processing, machine

Input Data User ratings, purchase
history, item metadata

Recommended items or
content

Output

hybrid approaches learning (e.g., Naive
Bayes, SVM, deep
learning)
Related Work

The authors have used the sentiment analysis
technique to analyze the emotion in the underlying
business emails sent and what could be the potential
sentiment in response. Linear SVM and Vader sentiment
analysis tools have been used for the experiment. Vader
is used for getting the sentiment score whereas the
analysis is performed using the Linear SVM. Basically,
the analysis is done for future enhancement, customer
support, improve the response given to the customer. In
the future, the authors have suggested using this
experiment to apply in the non-technical areas as well as
to implement algorithms other than the ones used (Borg
and Boldt, 2020).

The authors have used the deep learning techniques
for the sentiment bifurcation of the movie reviews
fetched from the IMDD platform. The study includes the
sentiment classification using bidirectional long short-
term memory (BiLSTM) (Murthy et al., 2020) model
only. The model performed exceptionally well as
compare to the other traditional models (Zabit and
Begonya, 2020).

The authors have used the sentiment factor for the
recommendation purpose and have used this on the
product reviews obtained from the Yelp dataset. The

HowNet sentiment dictionary was used by the authors to
calculate the sentiment of the item and have extended it
for their experiment. Specific differentiation is put by the
authors on the sentiment and features of the item. For the
future the future the authors have suggested using deep
learning methods for implementation purposes along
with real-world dataset implementation (Lei ef al., 2016).

Aspects of any product have a distinguished identity
when it comes to sentiments, as the sentiments are
representative of a particular product aspect only. The
authors have discussed the problems faced with the
aspects of extraction and also the challenges faced. How
to access aspects from the multi-word, what can be the
effect of time on the aspect, factors affecting the aspect,
and much more? A comprehensive study is presented in
the paper, along with the problems and their solution
conducted by various authors by means of the research
paper (Ambreen ef al., 2022).

The authors have presented a systematic study of the
deep learning algorithms used in sentiment analysis. No
particular experiment has been performed apart from the
secondary study performed from the research papers.
From the study conducted, it has been found that LSTM
and CNN are the maximum used algorithms. A total of
112 papers have been considered by the authors. The
authors have described a complete process of the
sentiment analysis, levels of the analysis, how the
algorithms are useful and their advantages. In the end,
the authors have formulated the research questions to be
considered for the research (Alexander ef al., 2021).

The KnowMIS-ABSA model, introduced by
D’Aniello et al. (2022), presents a novel perspective for
Aspect-Based Sentiment Analysis (ABSA), which aims
to clear confusion concerning key concepts in the area.
The model stresses that separating sentiment, affect,
emotion, and opinion is very essential since they are
distinct concepts that would require different metrics and
techniques for proper measurement (D'Aniello et al.,
2022). The most curious part here is that while other
papers delve into ABSA techniques with various neural
network architectures or attention mechanisms, the
KnowMIS-ABSA model has taken a step back to re-
evaluate the elementary concepts of ABSA. This would
stand in contrast to the trend of using more and more
complex models, such as the MHAKE-GCN model (Cui
et al., 2023) or the AS-Reasoner (Ning et al., 2019); both
of the latter directions tend to focus on improving the
performance of sentiment classification tasks by means
of slight modifications of neural network architectures.
To summarize, the KnowMIS-ABSA model affords
ABSA a new angle by presenting a reference model to
insist upon the distinctness of tools, metrics, and
assemblages of certain dimensions of opinion. The fresh
perspective offered by KnowMIS-ABSA could help in
making a number of ABSA techniques more nuanced and
accurate. However, it must be noted that the paper
showcases a qualitative case study instead of well-crafted
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quantitative experiments, as is usual in other ABSA
research.

The implementation of deep learning approaches for
sentiment rating predictions for product reviews has
shown a promising possibility with increases in accuracy
and results over traditional machine learning
methodologies. Most of the studies highlight that deep
learning models worked well in sentiment analysis of
product reviews. In one such study, it was shown that
LSTM Networks achieved 94% accuracy on Google Play
consumer reviews in Chinese, outperforming Naive
Bayes (74.12%) and Support Vector Machine (76.46%)
approaches (Min-Yuh and Yue-Da, 2017). Another study
on LSTM applied to customer review sentiment
prediction achieved results with an accuracy of 93.66%
(Krishna Kumar, 2021). A capsule-based RNN approach
has attained an impressive 98.02 percent accuracy score,
which is better than CNN and RNN-based models (Md
Shofiqul et al., 2024). Interestingly, different deep
learning architectures exhibited different proficiencies
across datasets. These results suggest that hybrid models
integrating multiple deep learning techniques might be
beneficial in producing improved performance in
sentiment analysis tasks. An example of this would
include the CRDC (Capsule with Deep CNN and Bi-
structured RNN) model, which performs better than its
counterparts across different databases: IMDB with an
accuracy of 88.15%, Toxic with 98.28%, CrowdFlower
with 92.34%, and ER with 95.48% (Md Shofiqul et al.,
2024). In summary, deep-learning approaches are
showing better performance as compared to traditional
machine-learning methods in sentiment analysis on
product reviews. It is the basic nature of deep learning
models that allows them to catch both the syntax and
semantics of text without high-level feature engineering
that leads to better results (Do et al., 2019). However,
there is potential for improvement, and consequently,
research continues in better architectures and techniques
for improving sentiment analysis accuracy and
efficiency.

The COVID-19 pandemic has significantly changed
social life to such an extent that public sentiment studies
are now being carried out based on more advanced
natural language processing techniques, such as BERT.
BERT is merely one of several methods for performing
sentiment analysis studies on COVID-related social
media data. It has been used, for instance, to study
999,978 posts on Weibo between January and February
2020 through the help of an unsupervised BERT model
in order to classify sentiments as positive, neutral, and
negative.

This research (Mrityunjay et al., 2021) identified four
major aspects in which the public showed concern
regarding the origin of the virus, its symptoms,
production activity, and public health control. In another
study, researchers collected over 3 million tweets from
January 2021 to February 2022, using BERT as the basis

of their sentiment analysis toward COVID-19
vaccination in the United States. According to this study,
35% of the tweets displayed a negative attitude, while
the positive response accounted for 65% of that of
vaccination.

Interestingly, some studies also compare BERT
performance to different machine learning techniques.
For instance, one Twitter sentiment analysis performed
during the COVID-19 pandemic peak concluded that Bi-
LSTM achieved higher accuracy (0.87) than traditional
machine-learning models. Another study, though,
proposed an approach using sentiment analysis and key
entity detection based on BERT meant for acquiring
financial text streams, which outperformed classical
methodologies like SVM, LR, and NBM (Lingyun et al.,
2021).

Research Gap

The authors in various researches have used the basic
models for the sentiment analysis but the hybrid models
or the stacking models are not discussed at length till
now and herein we have implemented the stacking model
for the sentiment analysis.

Materials

The Jupyter Notebook environment, which offered an
interactive platform for data analysis and model
development, was used to conduct the research using the
Python programming language. Several libraries from
the Python ecosystem were used to carry out the
experiments, including:

TextBlob: For fundamental sentiment polarity and
subjectivity analysis; Flair: A potent natural language
processing library for  sophisticated sentiment
classification using contextual word embeddings

Scikit-learn: For putting traditional machine learning
models like Random Forest, K-Nearest Neighbors
(KNN), AdaBoost, and Logistic Regression into practice

Imbalanced-learn: For managing data imbalance
using methods like SMOTE (Synthetic Minority
Oversampling Technique)

Pandas, NumPy, Matplotlib, and Seaborn: For
preprocessing, statistical analysis, and visualization of
data.

Unwrangle.com, a platform that curates and makes
available real-world, structured datasets, kindly
contributed the dataset used in this study. The
information included consumer reviews of electronic
devices, particularly televisions, that were gathered from
Amazon between 2016 and 2023.

The Anaconda distribution, which conveniently
bundled the necessary libraries and tools, was used for
all experiments, guaranteeing a reliable and consistent
execution environment.
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Methodology

The Sentiment analysis can be carried out in various
fields, be it e-commerce, co-operate, entertainment,
information technology, etc. Here, we have worked on
electronic products for the purpose of sentiment analysis.
But which algorithm to use and which will be the best
for the task depends on the accuracy given by it. In the
case of the rating prediction, the algorithms I have used
are random forest, KNN, Naive Bayes, Logistic
Regression, SVM, and Adaptive Boosting (AdaBoost).
The dataset is collected from the Unwrangle data
provider firm. The reviews under consideration are
television reviews ranging from the year 2016 to 2023,
fetched from the Amazon website. The data
preprocessing phase handles the missing values by
dropping them from the dataset for accurate prediction
and no misleading information if included. The
sentiments are divided into numerical values for the
usage in the experiment. An undersampling technique
like SMOTE is used for the imbalanced data, and
meaningful numerical values are generated for the
aspects included in the reviews using the TF-IDF.

Algorithm Selection

The dataset used in the experiment is not extremely
large, for which Random Forest, KNN, and Ada Boost fit
well for the implementation as compared to the XG
Boost or LSTM. We have generated a binary label of the
sentiment rating from the reviews provided, and Random
Forest, k-NN, and Ada Boost work straight to numerical
attributes such as TF-IDF vectors. They do not need the
written data to inherently follow a sequential order while
LSTM is designed for the sequential or contextual
relationship of data. Also the models used are easier to
interpret as compared to others. The models are less
demanding when compared to the hardware required and
can be executed on the minimum basic hardware
configuration, whereas XGBoost is iterative boosting in
nature, making it computationally intensive, requiring
careful tuning of hyperparameters to avoid overfitting.
LSTM requires a long processing time as it uses
sequential data processing, especially for larger
vocabularies or embedding layers.

The recent algorithm AdaBoost (Feng, 2019) stands
for Adaptive Boosting, uses the learning method that
combines multiple weak learners to create a strong,
accurate model. Working iteratively training weak
learners, focusing on the instances that the previous
learners misclassified.

Working on the AdaBoost Algorithm

1. Initialization
Assign equal weights to each training instance:
w_i=1/N 1)

where N is the number of training instances.

2. Training Weak Learners:

Train a weak learner (e.g., decision tree) on the
weighted training data.

Training Weak Learner t:

Train a weak learner h t on the weighted training
data.

The weak learner's predictions are used to calculate
its error rate.

Calculate the error rate of the weak learner:

e t="3 (w_ix|h t(z_i) —y_i|) /S (wi) ()

Calculate the weight of the weak learner:

o t=05%In((1—e_t)/e_t) 3)
3. Updating Weights:

Increase the weights of misclassified instances.

Decrease the classified

instances.

weights of correctly

This ensures that the next weak learner focuses more
on the difficult instances.

Update the weights of the training instances:
W_i = w_i * exp (—a_t xy_ixh_t (:v_z)) 4
Normalize the weights to ensure they sum to 1.

4. Combining Weak Learners:

Each weak learner is assigned a weight based on its
accuracy.

The final prediction is made by combining the
weighted predictions of all weak learners.

The final prediction for a new instance x is given by:
H (z) = sign (S (a_t xh_t(z))) )

The AdaBoost algorithm has underperformed due to
the class imbalance in our because it works by assigning
higher weights to misclassified samples in each iteration.
If a minority class is initially misclassified, subsequent
iterations might overly focus on these minority samples,
leading to overfitting or underperforming on the majority
class. AdaBoost struggles to include more complex
features of the data. AdaBoost may overfit the training
data, especially if the number of estimators is large or if
there is a mismatch between the complexity of the data
and the model.

Stacking Model

Multiple models can be combined to form a single
more efficient model using techniques like Bagging
(Bootstrap  Aggregating), where predictions are
combined from multiple models after executing on the
random subsets of data or boosting is correcting the
errors of previous models and combining the predictions
of weak learners and to get the accuracy is the only aim
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of the prediction models, and this accuracy can be more
accurate when more than one model is combined to form
a single model. This technique is known as stacking
(Sharaf and Anas, 2024). The predictions obtained are
used as the features to train the blender in the new model
to predict the values.

In the dataset used, the review text is a mix of text
data, which requires transformation into numerical
features. The review rating is a numeric label that
indicates positive or negative sentiment. There is likely
some class imbalance, including more positive than
negative reviews. Hybrid models often involve neural
networks or ensembles with heavier computational
demands. Neural models like LSTM have many
parameters to train, which can overfit small datasets. The
hybrid model doesn’t work well when the dataset
provided is not very large. Hybrid models are more
complex, making them harder to interpret compared to
stacking. The dataset used in the study is of moderate
size wherein computational efficiency is required, and in
this case, the stacking model performs well. When
dealing with text-based data, the TF-IDF or word
embeddings can be directly used with traditional ML
models in stacking, whereas the Hybrid models often
require embeddings and specialized layers, increasing
complexity and thus increasing the computation time,
which makes the stacking Figure (2) a more obvious
choice compared to the hybrid.

Fig. 2: Stages of the stacking model

Results and Discussion

The wvalues obtained from the execution results
clearly depicts that the Random forest has given the
highest accuracy score of 88% as compared to KNN
having 87% accuracy and AdaBoost having 77%
accuracy which is less than the two models.

The Figure (3) shows the graphical representation of
the Table (2), which represents model performance
across the metrics (Precision, Recall, F1-Score) for each
class (-1, 0, 1, and Overall). Each graph highlights how
well Random Forest, KNN, and AdaBoost performed for
each metric.

We have used Stratified K-Fold Cross-Validation
(Jerzy et al., 2022) to evaluate the models. As this

distribution of the dataset, making the evaluation more
consistent and reliable. The cross-validation (Jing, 2020)
results of the findings are described in Table (4).

Model Performance Comparison by Metric

Precision Comparison

Random Forest

- K
0.8 = AdaBoost
0.2
0.0

Recall Comparison

Random Forest
NN
m= AdaBoost

0.0 i

F1-Score Comparison

Random Forest

o
o

Precision

o
=

Recall
o o o o
o IS > ®

- NN
0.8 = AdaBoost

0.6
0.4
0.2
0.0 0

Fig. 3: Precision comparison, Recall comparison and F1 score
comparison

F1-Score

H-

Overall
Classes

Combining Random Forest and Logistic Regression
in a stacking ensemble could leverage their strengths.
AdaBoost and Logistic Regression can benefit from
parameter tuning or feature engineering.

To get more accurate either of the following steps can
be done Hyper parameter tuning, feature engineering,
advances model selection, and feature engineering.

Here, we have implemented the hyperparameter
tuning, which results in the following result

Random forest accuracy: 88%:

KNN with power size [M anhattan = 1, Euclidean =
2]

technique ensures that each fold maintains the class resulting in accuracy: 87 (6)
Table 2: Results of the Random forest, KNN, and AdaBoost algorithm

Algorithm Random Forest KNN AdaBoost

Class Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score

-1 09 0.93 091 0.89 091 0.9 0.79 0.86 0.82

0 0.85 0.75 0.8 0.82 0.76 0.79 0.73 0.47 0.57

1 0.88 0.94 091 0.89 0.92 0.9 0.78 0.95 0.86

Overall 0.88 0.88 0.88 0.87 0.87 0.87 0.77 0.77 0.76
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And replacing the AdaBoost algorithm with the
XGBoost gradient power algorithm which performs
exceptionally well with accuracy of 94%.

The traditional models were implemented and
performed well for the prediction values of the emotion
which were wrapped in the reviews of the customer. But
even more efficient accuracy score can be obtained by
combining models together so that the strength of
various algorithms can be combined and an exceptional
result can be obtained. This can be done using boosting,
stacking and bagging.

Here we have used the stacking wherein the logistic
regression, KNN and random forest models are used as
the base models to train the Gradient Boosting model to
get the combined accurate result.

After the implementation of the stacking model, the
classification report for your stacking model shows that
it performs very well for class 1, but it struggles
significantly with classes -1 and 0. This suggests an
imbalance in the dataset or an issue with how the model
is prioritizing certain classes, and the result obtained is
displayed in Tables (3-4).

Table 3: Result of the stacking model

Class Precision  Recall F1-Score  Support
-1 0.43 0.12 0.19 248

0 0.47 0.04 0.07 476

1 0.94 1 0.97 9674
Accuracy 0.93 10398
Macro Avg 0.61 0.39 0.41 10398
Weighted Avg 0.9 0.93 0.91 10398

Table 4: Stratified K-fold cross-validation evaluation result

Model Accuracy Precision Recall F1

(Macro) (Macro) (Macro)
Random Forest 0.8337 0.3862 0.4322 0.3976
KNN 0.4197 0.3517 0.4284 0.2498
AdaBoost 0.5556  0.3596 0.4684 0.3059
Logistic 0.5679 0.3627 0.4751 0.3138
Regression

The stacking model uses the important characteristics
of different models to get more accurate results, thus
improving the overall performance of implementation, be
it in classification or regression, as compared to the
single model. The results of the experiment conducted
using stacking model is included in the Table (3).
Basically, the stacking model uses the base model and
Metamodel for its implementation wherein the stacker
(Metamodel) learns from the base model and makes the
desired adjustments to the weakness to deal with the
underfit or overfit issues encountered in single model
implementation, alleviating these problems by blending
the outputs for the best outcome. The stacking model
leverages the model diversity by combining multiple
models like logistic regression, deep learning (Md
Shofiqul ef al., 2024), or random forest. The basic

principle of stacking is to work with any combination of
traditional Machine Learning models, neural networks,
or even more precise pre-trained models like BERT
(Lingyun et al., 2021). Cross-validation ensures that the
meta-model generalizes well to unseen data. Using the
cross-validation on the training base models the stacker
avoids the overfitting to the training data. The stacking
model handles real-life problems very well, like the
recommender system, text classification, fraud detection,
and many more. The proof of the validation is included
in the in Table (4) which included the result of the Cross
Validation implementation. Thus, stacking can be used
when there are diverse models capturing different aspects
of the data, improving the performance of existing
models, or there are sufficient computational resources
available because stacking is computationally expensive.

Conclusion

The experimental results unequivocally show that the
Random Forest algorithm outperformed both KNN
(87%) and AdaBoost (77%), achieving the highest
accuracy of 88% among individual models. Metrics like
precision, recall, and F1-score for various classes further
demonstrated Random Forest's superior and reliable
performance. Ensemble strategies and hyperparameter
tuning were investigated to improve model performance.
By substituting XGBoost for AdaBoost, accuracy
increased to 94%, demonstrating the potential of
sophisticated gradient boosting methods. Additionally,
stacking was implemented with Gradient Boosting as the
meta-learner and Logistic Regression, KNN, and
Random Forest as base learners. Class imbalance issues
were indicated by this ensemble strategy's poor
performance for minority classes (-1 and 0), despite its
high overall accuracy of 93%.

With every factor considered, the stacking model
shows how well model diversity can be used to enhance
classification performance. To improve performance
across all classes, future developments could concentrate
on correcting data imbalance and improving model
selection. The findings demonstrate the effectiveness of
ensemble learning, particularly stacking, for sentiment or
emotion classification tasks in customer review analysis.

Future Enhancements

Still the other algorithms can be included in the
stacking for the combination model also bagging and
boosting can be implement on the data for the prediction
of the sentiment. R? gives a percentage of how much of
the target variability is explained while the F1 score
ensures a classifier performs well on critical categories in
imbalanced datasets.

The R? used to find the accuracy uses which works
on the formula:

R?=1— (SS_res/SS_tot) 7
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where, SS res is the sum of squared residuals, and SS_tot
is the total sum of squares. The value hence calculated
using the formula suffers the problem like adding more
features always increases R? even if the features are not
meaningful, lack generalizability, and don't work well for
non-linear models unless adjusted. These problems can
be improved by re-forming the formula as Adjusted R?
Formula:

R?_adjusted
=1-[1-R)*(n-1)/(n—p-1)] (®)

where, n is the number of observations and p is the
number of predictors.
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