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Abstract: Stroke, often caused by a disruption in the supply of essential 

oxygen, blood, and nutrients to the brain, represents a significant global 

health challenge. Due to limited resources, developing countries like 

Ethiopia face unique obstacles in identifying and treating strokes. This study 

explores the potential of Machine Learning (ML) techniques to predict stroke 

risk and facilitate early detection and intervention. By doing so, it aims to 

reduce the burdens of disability, mortality, and healthcare costs associated 

with strokes. In this research, we utilized four machine learning models: 

Stochastic Gradient Descent (SGD), Support Vector Machine (SVM), K-

Nearest Neighbor (KNN), and Random Forest Classifier (RFC). These 

models were developed using a dataset from Kaggle, which contained 

information from 5,110 individuals and various attributes related to each 
person. Our methodology followed a systematic approach that included data 

understanding, preparation, experimentation, rectifying inconsistencies, 

removing duplicates, and resolving errors within the dataset. The ML models 

were created and rigorously assessed within the Anaconda Python 

programming environment, with performance evaluation conducted through 

Confusion Matrix analysis. Our findings revealed that the Random Forest 

Decision Tree classifier outperformed the others, boasting an accuracy rate 

of 99.3%. The support vector machine was closely behind at 96.63%, while 

the k-nearest neighbor and stochastic gradient descent achieved acceptable 

accuracy. Consequently, we recommend the utilization of the random forest 

decision tree classifier for further stroke risk prediction endeavors. 
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Introduction 

A stroke is a medical condition that can cause damage 
to brain cells, leading to disabilities or even death. A 
stroke, also known as a cerebrovascular accident, is a 
neurological disorder that can occur due to either ischemia 

or hemorrhage in the brain's arteries. It typically causes 
many motor and cognitive impairments, significantly 
impacting functionality. Globally, stroke affects 

approximately 16 million individuals annually and is 
associated with substantial societal costs. 

Strokes can occur due to blood vessel blockage by 
clots or rupture, preventing the brain from receiving 

essential oxygen and nutrients (Party, 2012). 
The World Health Organization (WHO) indicates that` 

stroke ranks as the second primary cause of mortality 

globally, responsible for approximately 11% of all deaths 
(Katan and Luft, 2108). However, up to 80% of strokes can 
be prevented through early prediction (Gaines et al., 2015). 

Given the high fatality rate associated with strokes 

and the economic burden they impose, efforts to reduce 

their occurrence are essential. For instance, stroke-

related healthcare costs in the USA amounted to $193.1 

billion from 2011-2012, with an additional $123.5 

billion lost in productivity due to premature deaths 

(Mozaffarian et al., 2016). 

Traditional stroke prevention methods include 

periodic blood tests, a balanced diet, exercise, smoking 

cessation, alcohol moderation, stress management, and 

relaxation techniques. While these methods are widely 

acknowledged for their health benefits, many individuals 
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struggle to adhere to them due to a lack of motivation or 

time constraints. 

Hence, there is a growing need for nontraditional 

methods to reduce stroke risk. One promising approach is 

harnessing machine learning to predict strokes based on 

individual health information. Such a system could 

empower individuals to take preventive actions without 

needing medical consultations, clinics, or costly 

healthcare expenses, which is particularly valuable for 

underserved populations. 

A machine learning-based stroke prediction system 

could be integrated into mobile apps or websites, allowing 

people to input personal information and receive stroke risk 

assessments from the comfort of their homes. Additionally, 

healthcare professionals could use this tool alongside 

other diagnostic tests to enhance stroke detection. 

Machine learning has gained significant traction in 

diagnosing and predicting various medical conditions, 

such as skin cancer (Ahmad et al., 2020; Alshraideh, 

2020; Farhan et al., 2015; Salah et al., 2011), heart disease 

(Ul-Haq et al., 2018); (Shboul et al., 2022) and 

Parkinson's disease (Alshraideh et al., 2024). However, 

stroke prediction in machine learning is still in its infancy, 

with some prior research efforts (Mahesh et al., 2020). 

This study aims to identify an effective machine-learning 

model for foreseeing stroke risk. The model will provide 

individuals with necessary precautions, medications, and 

lifestyle recommendations to reduce the probability of 

stroke. It will also help manage high blood pressure and 

address other risk factors associated with stroke. 

This study addresses a supervised binary classification 

task. It is supervised because the Dataset used is labeled 

and its binary classification predicts either a '1' for 

individuals at risk of stroke or a '0' for others. 

I utilized a dataset from Kaggle (2024) to achieve this 

goal. It consists of information on 5110 male and female 

individuals with various features related to each person. 

Further details about these features will be presented in 

section III. The Dataset's' stroke' feature is the training and 

testing label.  

Figure (1) demonstrates the most recent worldwide 

health estimates from 2000-2016, emphasizing ischemic 

heart disease and stroke as the top contributors to 

mortality and disability (Heart et al., 2015). The 

American Heart Association identifies stroke as a 

significant health issue because of its elevated mortality 

rate (Salah et al., 2011). Moreover, the expense 

associated with stroke-related hospitalizations is on the 

rise (Johnson et al., 2016). Consequently, there is an 

increasing need for advanced technologies to support 

clinical diagnosis, treatment, event prediction, effective 

therapeutic recommendations, and the design of 

rehabilitation programs (Katan and Luft, 2108). 

 
 
Fig. 1: This figure shows estimated mortality rankings by a 

factor based on data recorded by (Karimi et al., 2021) 
 

Early stroke detection plays a pivotal role in efficient 
treatment, and Machine Learning (ML) can offer invaluable 
assistance in this regard. To achieve this, Machine learning 
is a transformative technology that enables healthcare 
professionals to make well-informed medical decisions and 
precise forecasts. In recent decades, extensive research has 
been devoted to utilizing machine learning for stroke 
diagnosis, focusing on enhancing accuracy and efficiency. 

To optimize results, I experimented with more than four 
machine-learning models, including Stochastic Gradient 

Descent (SGD), Support Vector Machine (SVM), K-Nearest 
Neighbor (KNN), and Random Forest Classifier (RFC). I 
performed comprehensive data preprocessing and fine-
tuned Hyperparameter to optimize accuracy. 

Related Work and Background 

A stroke is a vascular abnormality that occurs in the 

brain and can result in neurological symptoms such as 

muscle weakness, numbness, and, in severe cases, potential 

fatality. The World Health Organization (WHO) defines a 

stroke as a "sudden disturbance of cerebral function lasting 

more than 24 h or resulting in death, without an evident 

non-vascular cause". Strokes are categorized into two 

primary types: Ischemic and hemorrhagic. 

Ischemic strokes occur when blood flow to the brain 
cells is obstructed, causing damage and eventual cell death. 
This blockage can be due to a blood clot in a blood vessel, 
known as an ischemic stroke, or a rupture within a blood 
vessel. Stroke risk factors encompass lifestyle elements 
such as diet, smoking, obesity, physical inactivity, and 
alcohol consumption, along with family history, genetics, 
age, gender, drug use, race, oral contraceptive use, 

geographic location, seasonal and climatic conditions, and 
socioeconomic influences. Medical conditions like atrial 
fibrillation and high blood pressure also play a significant 
role in stroke risk. In Addis Ababa, the capital of Ethiopia, 
approximately 68% of adults are estimated to have one or 
more risk factors for cardiovascular disease. Parkinson’s 
disease arises from the loss of dopamine-producing brain 
cells, leading to motor symptoms after 60-80% of these 
cells are lost. Researchers are seeking early non-motor 
indicators to halt disease progression before movement 
symptoms appear. Using machine learning, the study found 
that support vector machines with recursive feature 
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elimination achieved a 93.84% accuracy in diagnosing 
Parkinson’s disease with a minimal set of voice features 
(Karapinar Senturk, 2020). 

Hemorrhagic strokes are divided into two primary types: 
Intracerebral hemorrhages, often associated with conditions 
like hypertension, cerebral amyloid angiopathy, or 
degenerative arterial disease, and subarachnoid 
hemorrhages, typically caused by the rupture of an 
aneurysm. Key risk factors for hemorrhagic stroke include 

advanced age, heavy alcohol consumption, and 
hypertension. In younger individuals, cocaine use is a 
significant risk factor for cerebral hemorrhage. Common 
symptoms of hemorrhagic stroke include focal neurological 
deficits, vomiting, drowsiness, neck stiffness, and seizures. 

Neurological symptoms of an ischemic stroke 

typically appear suddenly but can also develop gradually 

in some cases; often referred to as a "stroke-in-progress," 

the specific symptoms of an ischemic stroke vary 

depending on the location of the blockage and the 
collateral blood flow. However, weakness on one side of 

the body (hemiparesis) is a joint presentation, particularly 

in older individuals. Atherosclerotic ischemic strokes 

typically occur abruptly without prior warning and are 

more frequent in older populations. It is worth noting that 

ischemic strokes constitute around 80% of all strokes and 

are on the rise in developing countries due to unhealthy 

lifestyles (Salah et al., 2011). 

Business Understanding 

Comprehending the business objectives and 
requirements from a business perspective is paramount 
when leveraging data mining techniques to transform data 
into actionable knowledge. As a result, we have 
conducted a thorough exploration and highlighted vital 
insights that will aid us in comprehending, defining, and 
analyzing the problem at hand most effectively. 

Classical machine learning (Classical ML) refers to 

the traditional or conventional set of machine learning 

techniques and algorithms that have been in use for 

several decades. These techniques are typically based on 

statistical principles and mathematical models to make 

predictions or decisions based on data. 

Classical ML includes a variety of algorithms and 
methods, such as. 

Linear regression: Used for predicting a continuous 
numerical value based on one or more input features. It is 
often used in regression problems. 

Logistic regression: This is primarily used for binary 

classification problems. The goal is to predict one of two 

classes (e.g., yes/no, true/false). 

Decision trees are tree-like structures used for 

classification and regression tasks. They make decisions 
by splitting data based on feature values. 

Random forest: An ensemble learning method that 

combines multiple decision trees to improve accuracy and 

reduce overfitting. 

Support Vector Machines (SVM): A supervised 

learning algorithm for classification and Regression. It 

finds the optimal hyperplane that best separates data points. 

K-Nearest Neighbors (K-NN) is a simple yet effective 

algorithm for classification and Regression that makes 

predictions based on the majority class or the average of 

the k-nearest data points. 

Naïve bayes: A probabilistic algorithm based on 

Bayes' theorem commonly used for classification tasks, 

particularly in natural language processing. 

K-Means clustering: An unsupervised learning 

algorithm used for clustering and pattern recognition. 

Principal Component Analysis (PCA): A dimensionality 

reduction technique used to reduce the number of features 

while retaining the most essential information. 

Gradient boosting: This is an ensemble learning 

method that constructs a sequence of decision trees, with 

each tree iteratively improving predictions by correcting 

errors from previous iterations. Classical ML techniques 

are well-established and widely used in various fields, 

including healthcare, finance, natural language 

processing, and image analysis. While they remain 

relevant and practical, recent advancements in deep 

learning have introduced more complex and robust 

approaches, sometimes collectively referred to as 

"modern" or "deep learning" techniques. These newer 

methods have gained popularity in solving complex tasks 

involving large datasets, but classical ML remains 

valuable for many practical applications, especially when 

interpretability and transparency are critical. 

Machine Learning (ML) techniques have gained 

popularity in medical prediction for their remarkable 

accuracy. Researchers have employed various ML models 

in this domain. 

In a study referenced by Mahesh et al. (2020), the 

research team employed Decision Tree models, Naïve 

Bayes models, and Neural Networks for stroke prediction. 

Their Dataset shared features similar to our study. The 

researchers constructed and trained these three models 

after data preprocessing, including data cleaning and 

Encoding into numerical values. Impressively, they 

achieved satisfactory levels of accuracy. 

Another notable work cited in Nwosu et al. (2019) 

involved using electronic medical records, albeit with 

highly imbalanced data. To address this challenge, the 

researchers employed resampling techniques. Their study 

included decision trees, random forests, and multilayer 

perceptrons as part of their model selection. The Multilayer 

Perceptron yielded the highest accuracy at 75.02%. 

In Goyal (2017), researchers explored the potential of 

Deep Neural Networks in stroke prediction. They 

compared the performance of this approach with that of a 

Support Vector Machine (SVM) and the Naïve Bayes 

model. Their study introduced an Integrated Machine 

Learning Approach to enhance stroke prediction." 
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Recent studies have delved into the application of 

machine learning and statistical models for predicting 

stroke risk, offering valuable insights into this critical area 

of healthcare. Here, we provide a concise summary of the 

key findings from these studies. 

In Kansadub et al. (2015), research used demographic 

data to predict stroke occurrence. The study compared the 

performance of three machine-learning classification 

algorithms: Decision Tree, Naïve Bayes, and neural 

network. Decision tree emerged as the most accurate 

model, boasting an accuracy rate of 0.75. Neural networks, 

while slightly less accurate, demonstrated superiority in 

terms of safety by minimizing False Positives (FP). 

Understanding the crucial balance between accuracy and 

safety in stroke prediction is vital for patient outcomes. 

Karimi et al. (2021), aimed to develop a machine 

learning-based approach for predicting stroke risk in 

individuals displaying symptoms or risk factors. The 

study employed a Support Vector Machine (SVM) with 

various kernel functions. The linear kernel function stood 

out with the highest accuracy, achieving 91%. The 

research suggested expanding this methodology to larger 

datasets to enhance performance further. The success of 

SVM in stroke prediction underscores its potential in early 

diagnosis and risk assessment. 

Dritsas and Trigka, (2022) developed a comprehensive 

framework for long-term stroke risk prediction utilizing a 

range of machine learning algorithms. The combination 

of stacking machine learning and Random Forest models 

demonstrated superior performance, with high accuracy, 

sensitivity, specificity, Precision, and F1 score. The study 

highlighted the importance of utilizing diverse models to 

address the complex task of stroke prediction effectively. 

Zheng et al. (2015), study aimed to create a predictive 

risk model for stroke over one year, leveraging Electronic 

Medical Records (EMR) and clinical notes. Logistic 

regression models yielded high c-statistics for 

retrospective (0.892) and prospective (0.887) predictions. 

The model's effectiveness in identifying stroke risk within 

a large, independent cohort underscores its potential for 

real-world applications. Implementing this model in real-

time population monitoring platforms can provide 

healthcare providers with early warnings, enable timely 

intervention, and improve patient outcomes. 

Their study published in Sultan et al. (2017) conducted 

a cross-sectional survey at Ethiopia's emergency center, 

focusing on stroke types, risk factors, and clinical 

presentations. They found that hemorrhagic strokes were 

more prevalent than ischemic strokes, which contrasts 

with patterns observed in more developed countries. 

Common risk factors identified in the study include 

hypertension, cardiac disease, and diabetes, highlighting 

the importance of managing these conditions to reduce the 

risk of stroke. The study also shed light on the challenges 

and opportunities for stroke risk assessment in Low and 

Middle-Income Countries (LMICs), where healthcare 

resources may be limited. 

In summary, these studies collectively highlight the 

promise of machine learning and statistical models in 

stroke prediction. They offer diverse approaches and 

valuable insights into understanding and mitigating stroke 

risks. Further research in this domain is encouraged to 

enhance accuracy and extend the applicability of these 

models, especially in resource-constrained healthcare 

settings. The findings underscore the potential for early 

stroke risk identification and timely intervention to 

improve patient outcomes. 

Methods and Data Handling  

Figure (2) illustrates the proposed architecture for a 

dataset used to predict the risk of stroke in individuals. 

The architecture consists of the following steps: 

 

1. Data collection: Patient data is gathered from web 

sources and organized into a dataset containing 
information on individuals with and without a history 

of stroke 

2. Data preprocessing: The Dataset is cleaned and 

preprocessed to ensure that all attributes are in a 

consistent format 

3. Data splitting: The Dataset is split into a training 

dataset (70%) and a test dataset (30%). The 

training dataset is used to train the stroke 

prediction model and the test dataset is used to 

evaluate the model's performance. 

4. Model training: The training dataset is used to train 
three different classification models: Stochastic 

Gradient Descent (SGD), Random Forest Classifier 

(RND), and K-Nearest Neighbor and Vector Machine 

(SVM). The model with the best performance is 

selected as the final stroke prediction model. 

5. Model evaluation: The test dataset is utilized to assess 

the performance and accuracy of the chosen stroke 

prediction model 

6. Stroke risk prediction: The stroke prediction model 

predicts the risk of stroke in new patients 

 

 
 
Fig. 2: The proposed architecture for the stroke prediction model 
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The proposed architecture is a simple and effective 

way to predict the risk of stroke in individuals. It can be 

used to identify high-risk patients who can benefit from 

preventive interventions. 
The Dataset used in this study predicts whether a 

human will likely get a stroke based on several input 

attributes mentioned in detail below. Each row in the 
Dataset provides relevant information about one person. 

The Dataset contains 5110 observations with 12 attributes 

and is from Kaggle (2024).  

Table (1) describes the initial set of the twelve 
attributes and a brief meaning of each attribute.  

Body Mass Index (BMI) is a metric used to estimate 

body fat based on an individual's height and weight. It is 
widely employed to determine whether a person's weight 

is appropriate for height. BMI is calculated by dividing a 

person's weight in kilograms by the square of their height 

in meters. 
Higher BMI values typically indicate a more 

significant amount of body fat. People with a high BMI 

are at increased risk for specific health problems, such 
as heart disease, stroke, type 2 diabetes, and some types 

of cancer. 

BMI is used to broadly define different weight groups 
in adults 20 years old or older. Table (2) shows the other 

weight groups based on BMI. 

Sirsat et al. (2020) incorporated additional features, 

such as atrial fibrillation, lifestyle factors, and others, 
alongside the features used in this project to enhance the 

predictive capabilities of their models. 

After I explained the initial structure of the Dataset, it 
was time to explain the steps I took to process the data to 

achieve the best-targeted results. Data processing is 

required in most machine-learning projects because it 

yields better results. Additionally, data processing is 
needed to prepare the data for training. For example, I 

should convert some categorical attributes into numerical 

values. Moreover, sometimes, some attributes need to be 
added to get a better correlation, or some non-useful 

qualities are dropped, among other steps. 

The steps taken in data processing depend on the 

Dataset under study. It differs from one Dataset to 
another. Also, some researchers may take different steps 

in different orders to get the best results.  

 irst, the ”id” attri ute does not affe t the resu ts 
because each person has a unique id value. Therefore, it is 

better to drop this column from the dataset. 

Second, the “B  ” attri ute has  issin  data   his  an 
be handled in several ways, like dropping columns or 

rows or filling in the missing data. I adopted filling in the 

missing data due to the importance of such attributes and 

because the Dataset is relatively tiny. I filled in the 
missing values by the mean value of the BMI.  

Next, the “ ender” attri ute is we   distri uted  etween 

 a es and fe a es  However, an odd va ue  a  ed “other” 
was listed only once. Therefore, I filtered out this value.  

Table 1: An explanation of features with brief descriptions 
    t is a unique identifier of the  atient 

Gender:  hether " a e," " e a e," or "Other "  t 

 ooks  ike "other"  an  e an odd va ue to 

 e fi tered  ater  e ause we have on y one 

 erson with the  ender “other ”  he data 

has 2994 fe a es and 2115  a es 

  e:   e of the  atient  Has  ontinuous a es u  

to 82 years 

Hy ertension:  he va ues are either 0   ount = 4612  if 

the  atient does not have hy ertension or 1 

  ount = 498  if the  atient has 

hy ertension 

Heart_disease :  he va ues are either 0   ount = 4834  if 

the  atient has no heart disease or 1   ount 

= 276  if the  atient has a heart disease 

Ever_ arried: the va ues are either "No"   ount = 1757  

or "Yes"   ount = 3353  

 ork_ty e:  he  ossi  e va ues are " hi dren"   ount = 

687 , "Govt_jo "   ount = 6570  for those 

who work in the  overn ent, 

"Never_worked"   ount = 22 , "Private" 

  ount = 2925  for those who work in the 

 rivate se tor, and " e f-e   oyed"   ount 

= 819  for those who work  y the se ves 

and not e   oyed  y others 

 esiden e_ty e: " ura "   ount = 2514  or "Ur an"   ount 

= 2596  

 v _  u ose_ eve  : avera e   u ose  eve  in   ood   he 

nor a    u ose  eve  is  ess than 100    

 er de i iter Ka   e  2024  

B  :  t is the  ody  ass index   n  enera , this 

attri ute is for  eo  e 20 years o d and 

o der, and it is trans ated into four 

 ate ories, and these  ate ories are the 

sa e for  en and wo en, as shown in  

  okin _status:  he  ossi  e va ues are "for er y s oked" 

  ount = 855 , "never s oked"   ount = 

1892 , "s okes"   ount = 789 , or 

"Unknown"   ount =1544    he Unknown 

status  eans that the infor ation is 

unavai a  e for this  atient 

 troke:  he  ossi  e va ues are either 1   ount = 

249  if the  atient had a stroke or 0   ount 

= 4861  if not   his is the  a e  of the data 

that wi   try to  redi t 
 
Table 2: Body mass index 

BMI Weight status 

Below 18.5 Underweight 
18.5–24.9 Normal or healthy weight 
25.0–29.9 Overweight 
30.0 and Above Obese 
 

Furthermore, in the medical field, there are several 
attributes whose exact value is not distinguishable from 
other values except by the range in which these values fall. 
For example, when somebody does a blood test for Vitamin 
D, the result of the test is a value X. Also, a description 

explains several ranges: Below 10 ng/mL is considered 
low, (10-30) ng/mL is deemed insufficient, (30-150) ng/mL 
is considered sufficient and above 150 ng/mL is considered 
toxic. Therefore, the values 35 and 40 are normal and have 
the same meaning (Heart et al., 2015). Also, in such cases, 
instead of keeping the values as they are, I divide them 
into four ranges.  
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In the dataset under study, I have several attributes that 
will be handled, like the vitamin D example above, which 
includes glucose level, BMI, and age. Below is the 
description of each of them.  

Regarding the glucose level, I divided it into three ranges: 
Low for levels below 90, typical for the range (90-160), and 
above 160, which is high. This means that, from a medical 
point of view, glucose levels 90 and 95 have the same 
meaning and will have the same stroke probability. 

Regarding the BMI values, according to the values 
reported by Shafer et al. (2009), I divided them into four 
ranges: values (0-19) are considered underweight, values 
(19-25) are considered ideal, values (25-30) are 
considered overweight and values (30 and above) are 
considered obese. 

Regarding the age attribute, the medical field 
considers the ages as ranges. Therefore, I divided the ages 
into four ranges: The ages (0-18) are considered children, 
the ages (18-45) are considered adults, the ages (45-60) 
are considered adults and the ages (60 and above) are 
considered elderly.  

As Table (3) shows, there is a significant imbalance in 
the distribution of the label we are studying (i.e., stroke). 
In such cases, we need to solve the issue. This can be done 
using over-sampling techniques. 

In this context, the term "label" signifies whether an 
individual has had a stroke, with "1" indicating they have 
not and "0" meaning they have. 

The over-sampling step is performed using the 
SMOTE method. SMOTE selects a sample from the 
dataset and identifies its kkk nearest neighbors within the 
feature space. 

The newly generated point is determined by drawing a 

vector between one of the kkk neighbors and the current 
data point. After that, it multiplies this vector by a random 
number x, which lies between 0 and 1. The result will be 
added to the current data point to create the new data point. 
The result after over-sampling is shown in Table (4), where 
several points with label one equal the number of points 
with label 0. The resulting data after oversampling 
contains 9720 rows, as shown in Table (4). 

To make the data suitable for most machine learning 

algorithms, categorical attributes in the data frame were 

transformed into numerical ones. Two techniques were 

employed for this purpose: One-Hot Encoding and 

Ordinal Encoding. The key distinction lies in how they 

handle categorical attributes. 
 
Table 3: Data Stroke load distribution 

Label Count 
0 4861 
1 249 

 
Table 4: Distribution of stroke data after applying over-

sampling techniques 

Label Count 

0 4860 
1 4860 

One-Hot encoding: This method converts a 
categorical attribute into multiple attributes equal to the 
number of categories within the attribute. These new 
attributes are binary, representing the presence or 
absence of each category. 

Ordinal encoder: In contrast, the Ordinal Encoder 
transforms the categorical attribute into a single numerical 
attribute with values corresponding to the categories. The 
original categorical attributes are retained, but a single 

numerical attribute replaces them with distinct values for 
each category. 

These encoding techniques are pivotal in data 
preparation for machine learning algorithms that require 
numerical input. They enable the effective utilization of 
categorical information while ensuring compatibility with 
the selected models. 

The process of One-Hot encoding was explicitly 
applied to eight attributes, including three binned 
attributes: 'avg_glucose_level,' 'BMI,' and 'age,' along 
with five original categorical attributes: 'smoking_status,' 
'ever_married,' 'Residence_type,' 'gender,' and 

'work_type.' To implement this, we utilized the 
'get_dummies' function from the Pandas Library to 
convert the data into binary values (0 and 1). This 
transformation expands the Dataset to include 30 
columns, each representing a specific category within the 
encoded attributes. By doing so, One-Hot Encoding 
enhances the model's ability to capture the precise aspects 
of the data while maintaining its numerical compatibility. 

Conversely, we also experimented with applying 
Ordinal Encoding to the data. This approach was 
considered because One-Hot Encoding substantially 
increased the number of attributes by 250%, resulting in 

almost zero values. Ordinal Encoding might offer a more 
efficient alternative. However, the outcomes from the 
One-Hot Encoded data were superior. 

It is worth noting that One-Hot Encoded data consists 
entirely of binary values (0 and 1), whereas Ordinal 
Encoded data has a narrower range of values. We 
attempted scaling the Ordinal data using a standard scaler 
to explore potential improvements. Nonetheless, the 
results achieved through One-Hot Encoding remained 
superior to those obtained from Ordinal Scaling. 

Although the Kaggle dataset, with 5110 observations 
and 12 attributes, provides a solid foundation for stroke 

risk prediction, several limitations must be considered to 
ensure the model's validity and generalizability: 
 
 Class imbalance: The dataset exhibits a significant 

class imbalance, with 4861 non-stroke cases and only 
249 stroke cases. This imbalance may lead to a model 
biased toward predicting non-stroke cases, resulting 
in more false negatives. Although we used the 
Synthetic Minority Over-sampling Technique 

(SMOTE) to address this imbalance, such methods 
have limitations and may introduce synthetic data 
that could affect the model's interpretability. 
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 Demographic representation: The dataset may not 

adequately represent all demographic groups, such as 

different age brackets, socioeconomic statuses, or 
ethnic backgrounds. If the dataset over-represents 

certain groups (e.g., males vs. females or urban vs. 

rural populations), the model may perform better for 

those groups and poorly for others. This could lead to 

biased predictions when applied to populations not 

well-represented in the training data, potentially 

putting these populations at risk. The dataset's limited 

geographic and demographic scope can undermine 

the model's generalizability in real-world settings. 
 

Future work must focus on acquiring more 
comprehensive datasets to address these limitations. 
These should encompass diverse populations, additional 
risk factors, and longitudinal data. Furthermore, the 
application of fairness-aware learning methods. 

Model Evaluation 

This section describes how the Stroke Risk Prediction 

model was evaluated.  

Cross-validation is a robust technique for assessing the 

model's generalization capability and preventing overfitting. 

This study used k-fold cross-validation to ensure the stroke 

prediction model performs well on unseen data. 
K-fold cross-validation process: The dataset was split 

into k equal subsets (folds), where k = 10. The model was 

trained on k-1 folds and the remaining fold was used for 

testing. This process was repeated k times, with each fold 

serving as the test set exactly once. The final model 

performance was then averaged across all folds. By using 

this technique, we ensured that the model was evaluated 

on the entire dataset without relying on a single train-test 

split. This approach minimizes the risk of the model 

overfitting to the training data and offers a more reliable 

estimate of its performance on unseen data. Cross-

validation ensures that every data point is used for training 
and testing, reducing bias in the model evaluation. Also, 

the variance of model performance is reduced compared 

to a single train-test split, providing a more reliable 

estimate of generalization. 

While cross-validation was the primary validation 

technique, we also implemented a hold-out validation 

strategy. This method divides the dataset into 70% for 

training and 30% for testing. The training set is utilized to 

build and train the model, while the test set is reserved for 

the final evaluation of the model's performance after 

optimization through cross-validation. 

We used a confusion matrix (Karimi et al., 2021) to 
assess the performance of a classification model. This is a 

standard tool for measuring a classification model's 

performance on a test dataset with known actual values 

(Karimi et al., 2021). 
Confusion matrices are crucial assets in predictive 

analysis within machine learning. They summarize a 

classifier's correct and incorrect predictions, especially in 

binary classification tasks. 

The model aims to predict one of two potential 
outcomes in binary classification tasks. For instance, in a 

binary classification scenario regarding stroke prediction, 

the task could involve determining whether a patient has 

had a stroke. 

The Confusion Matrix consists of four elements: 
 
 True Positives (TP): The count of cases where the 

model accurately identifies a positive outcome 
 False Positives (FP): The count of cases where the 

model mistakenly identifies a positive outcome 
 True Negatives (TN): The count of cases where the 

model accurately identifies a negative outcome 
 False Negatives (FN): The count of cases where the 

model mistakenly identifies a negative outcome 
 

The Confusion Matrix can be used to compute various 
metrics that evaluate the performance of a classification 
model. One of the most commonly used metrics is. 

Accuracy: This measures the percentage of correct 
predictions the model makes. It is calculated as the ratio of 

correctly classified instances (True Positives + True 
Negatives) to the total number of instances (True Positives 
+ True Negatives + False Positives + False Negatives). This 
metric provides an overall measure of the model's 
effectiveness in classification tasks: 
 

TP TN
Accuracy

TP TN FP FN




  
 

 
 Precision: The percentage of correct optimistic 

predictions. This determines whether the model is 

reliable or not: 
 

TP
Precision =

TP +TN
 

 
 Recall in machine learning refers to the percentage of 

actual positive instances correctly identified by the 
model. A higher recall value suggests that the model 
correctly identifies the most favorable cases, 
resulting in more true positives and potentially more 
false positives, leading to lower overall accuracy. 
Conversely, a lower recall value indicates more false 
negatives, where cases that should be identified as 
positive are incorrectly labeled as negative. In 
practical terms, higher Recall means the model is 
better at correctly identifying positive cases. In 
comparison, lower Recall implies the model may 

miss positive cases, being more specific when 
labeling a case as positive: 

 
TP

Recall =
TP + FN

 

 
A harmonic mean of precision and recall, the F1-score 

reaches its maximum when precision equals recall. 
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1
1

1 1
F - score =

Recall Precision


 

 
The F1 score can be challenging to interpret, so it is 

often combined with other evaluation metrics to provide a 

more complete picture. Without this, it can be challenging 

to determine whether the classifier is optimizing for 

Precision or Recall. To prevent overfitting, several 

techniques were employed during model development: 
 
 Regularization: Techniques like L2 regularization 

were applied in the Stochastic Gradient Descent 
(SGD) model to prevent it from becoming too 
complex and overfitting the training data 

 Early stopping: For models like Stochastic Gradient 

Descent (SGD), we implemented early stopping to 
halt training if performance on the validation set did 
not improve after a certain number of epochs 

 

Experiment Setup 

To ensure a successful experiment, it is crucial to 

establish a well-equipped environment that will aid your 
machine-learning endeavors. Here is a breakdown of the 

setup you need to consider. 
Programming Language Selection: It is recommended 

that you choose a suitable programming language like 
Python, which provides a wide range of machine learning 

libraries and frameworks. Python libraries such as sci-kit-
learn, TensorFlow, and PyTorch offer the necessary tools 

and functions for modeling and training your machine-
learning algorithms.  

Integrated Development Environment (IDE) or Text 
Editor: Set up an IDE or text editor to streamline the 

coding and debugging processes. This will enhance your 
efficiency in developing and fine-tuning your models. 

The implemented machine specifications include an 
HP computer type with 8 GB RAM, a Core i5 processor, 

and the Windows 10 operating system. 

Results and Discussion 

This section presents and discusses the achieved 
results. Indeed, this study shows several tuning steps, but 

not all of them. Several machine-learning models have 
also been tried on this data. 

As an initial step, our objective was to determine 
whether to employ One-Hot Encoding or Ordinal 

Encoding. This decision stemmed from the observation 
that One-Hot Encoding expanded the Dataset to 

encompass 30 attributes, with many primarily populated 
by zeros. Consequently, Ordinal Encoding might offer a 

more efficient approach. 
Multiple versions of the Dataset were generated to 

arrive at the ultimate decision. Specifically, the Dataset 
labeled Version 2 was subjected to One-Hot Encoding, 

the Dataset labeled Version 3 underwent Ordinal 

Encoding and the Dataset labeled Version 4 was Ordinal 
Encoded and subsequently scaled using standard scaling. 

This comparative approach allowed for a thorough 
evaluation of the performance of the encoding techniques. 

Both Stochastic Gradient Descent (SGD) and 

Support Vector Machine (SVM) were employed on 

these datasets, consistently demonstrating the 
superiority of the One-Hot Encoding method. 

Consequently, our exclusive focus will be on the One-

Hot Encoded dataset for all subsequent experiments. 

As a second step, we addressed the imbalance issue in 

the stroke attribute. We experimented with both the One-

Hot Encoded data without oversampling and with 

oversampling. The results indicated a significant 

enhancement in performance when oversampling was 

applied. Therefore, oversampling will be consistently 

employed for the remaining results and analyses. 

After implementing the data processing steps 
outlined in section III, we adopted One-Hot Encoding 

and oversampling. Additionally, our approach 

employed a training/test split ratio of 30% for testing 

and 70% for training.  

From a clinical perspective, these findings present the 

potential for developing decision-support tools to help 

healthcare professionals identify high-risk patients early. 

By enhancing stroke prediction models, clinicians may be 

able to introduce targeted interventions for at-risk 

individuals, thus reducing the incidence of stroke. The 

model's 95% accuracy indicates its suitability for real-

world scenarios where early detection is crucial for stroke 
prevention and management.  

Comparing classification algorithms 

I conducted a thorough performance analysis 
comparing three machine learning algorithms using 
different metrics such as accuracy, Precision, Recall, F1-
score, and FAR. The results consistently showed that the 
RF prediction models outperformed the SGD, K-NN, and 

SVM models, as shown in Figs. (3-6).  
Figure (3) illustrates the accuracy of the developed 

stroke risk prediction model, evaluated using four 
classifiers: Random Forest (RF), Support Vector Machine 
(SVM), K-Nearest Neighbors (K-NN), and Stochastic 
Gradient Descent (SGD). RF achieved the highest 
accuracy compared to SVM, K-NN, and SGD. However, 
SVM exhibited relatively better accuracy than SGD and 
the K-NN algorithm. 

The RF algorithm emerged as the top-performing among 
the others based on the extensive experimental results. 

Figure (4) contrasts the precision values of four 

classifiers Stochastic Gradient Descent (SGD), Random 
Forest (RF), K-Nearest Neighbor (KNN), and Support 
Vector Machine (SVM) for predicting stroke and non-
stroke cases. 

Precision is measured for both categories, represented by 

the blue bars for non-stroke and the orange bars for stroke. 
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Fig. 3: Performance accuracy of the four classifiers 
 

 
 
Fig. 4: Precision of the four classifiers across both classes 
 

The Random Forest classifier demonstrates the highest 
performance, achieving a precision of 100% for non-
stroke and 97% for stroke predictions. Similarly, the 
Support Vector Machine performs well in identifying 
non-stroke cases, with a precision of 99%, but shows a 
notable drop to 73% for stroke cases. The KNN classifier 
performs with an accuracy of 94% for non-stroke and 87% 
for stroke predictions. Finally, the SGD classifier 
achieves a precision of 93% for non-stroke and 86% for 
stroke predictions. 

Overall, RF outperforms the other models in terms of 

precision, particularly in identifying stroke cases, while 
SVM shows a significant disparity between stroke and 
non-stroke precision. These results highlight the strengths 
and limitations of each classifier in stroke prediction. 

Figure (4) illustrates the precision performance of four 
different machine-learning classifiers Stochastic Gradient 
Descent (SGD), Random Forest (RF), K-Nearest 
Neighbor (KNN), and Support Vector Machine (SVM) 
for forecasting stroke and non-stroke cases. Precision is 
shown separately for both categories, with the blue bars 
representing non-stroke precision and the orange bars 
representing stroke precision: 
 
 SGD achieves a precision of 93% for non-stroke 

predictions and 86% for stroke predictions, 
indicating a relatively balanced performance 

across both categories 

 RF stands out with perfect precision of 100% for non-

stroke predictions and 97% for stroke predictions, 

demonstrating superior performance in both cases. 

 KNN shows a precision of 94% for non-stroke cases 

and 87% for stroke cases, reflecting a solid 

performance but slightly lower precision for stroke 

predictions than non-stroke 

 SVM performs well in non-stroke prediction with a 
precision of 99%, but its precision drops significantly 

to 73% for stroke predictions, indicating a challenge 

in accurately predicting stroke cases 
 

In summary, the Random Forest classifier exhibits the 

best overall precision, particularly for stroke prediction, 

while SVM demonstrates a significant gap in performance 

between the two categories. The results suggest that while 

specific models, like RF, are robust across both 

categories, others may require further tuning to improve 

stroke prediction accuracy. 

Figure (5) compares the recall values for four 
classifiers: Stochastic Gradient Descent (SGD), Random 
Forest (RF), K-Nearest Neighbor (KNN), and Support 
Vector Machine (SVM) in predicting stroke and non-
stroke cases. Recall, which measures the ability of the 
model to identify all positive instances correctly, is 
represented by blue bars for non-stroke and orange bars 
for stroke predictions: 
 
 SGD achieves a recall of 93% for non-stroke 

predictions and 89% for stroke predictions, indicating 

a balanced ability to correctly identify both 
categories, with a slightly better performance for 

non-stroke cases 
 RF performs exceptionally well, with a recall of 

100% for non-stroke predictions and 98% for stroke 
predictions, making it the best-performing classifier 

for recall across both categories. 
 KNN shows a recall of 95% for non-stroke predictions 

and 88% for stroke predictions, maintaining high recall 
but slightly lower performance in identifying stroke 

cases than non-stroke 
 SVM exhibits a high recall of 99% for non-stroke 

cases but significantly drops to 73%, indicating 
difficulty in correctly identifying stroke instances 

 
In summary, the Random Forest classifier again 

outperforms the other models regarding recall, 

particularly in identifying stroke cases, while SVM shows 

a pronounced gap between non-stroke and stroke recall. 

This suggests that while specific models, like RF, are 
highly effective in correctly classifying both cases, others 

may need further tuning to improve their ability to detect 

stroke cases. Figure (6) depicts the F1-score performance 

of four classifiers: Random Forest (RF), Support Vector 

Machine (SVM), Stochastic Gradient Descent (SGD) and 

K-Nearest Neighbors (K-NN). RF consistently attains the 

highest F1 score across all classes compared to the other 

models. Nevertheless, SVM demonstrates superior F1 

scores compared to the K-NN and SGD algorithms. Based 

on these performance results, the Random Forest (RF) 

decision tree emerges as the preferred choice for 
predicting stroke risk. 
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Fig. 5: Recall the three classifiers for both classes 
 

 
 
Fig. 6: F1 scores for the three classifiers in both classes 

 

 
 
Fig. 7: A comparison of the performance metrics for all four models 

 

 
 
Fig. 8: Feature importance plot 

Figure (7) compares the performance metrics for all 

four models: Precision, recall, and F1-score.  

We analyzed feature importance using Random Forest 
feature importance values to gain insights into which 

factors contribute most to stroke prediction: 

 

 Random forest feature importance: The model was 

trained, and feature importance scores were calculated. 

The results (Fig. 8) indicate that age, BMI, and average 

glucose level were the most significant factors in 

predicting stroke risk, while attributes such as residence 

type and gender had a relatively lower impact 
 

Using machine-learning models for stroke prediction in 

healthcare presents several ethical challenges, including 

bias, privacy, transparency, accountability, and impact on 

patient care. To ensure fairness, data used for model 

training should represent diverse populations and be 

balanced to avoid bias. Robust privacy and data protection 

measures, including anonymization, encryption, and 

regulatory compliance, are crucial to safeguarding sensitive 

patient information. Transparency and explainability are 

essential for trust and informed decision-making, requiring 

interpretable AI techniques. While models can assist 
clinicians, responsibility for patient care remains with 

healthcare professionals, necessitating clear guidelines for 

accountability. Finally, deploying ML models must 

consider equitable access to technology and prevent over-

reliance, ensuring patient care is not compromised. 

Strategies like bias auditing, transparency tools, data 

protection measures, and human oversight can address 

ethical considerations, promoting fair, responsible, and 

impactful ML use for stroke prediction. 

Conclusion 

In this study, we developed a machine-learning model 

to predict the occurrence of stroke using a dataset obtained 

from Kaggle, which included 5110 individuals and 12 

attributes. After applying various data preprocessing 

techniques, we experimented with multiple machine 

learning models, including Support Vector Machine 

(SVM), Stochastic Gradient Descent (SGD), Random 

Forest (RND), and K-Nearest Neighbor (KNN). The 
SGD, SVM, and KNN models achieved a promising 

accuracy of 95%, demonstrating the potential of machine 

learning in assisting early stroke prediction. 

Although these results are promising, future research 

could explore additional strategies to enhance the model's 

predictive accuracy and generalizability. First, expanding 

the dataset by incorporating additional features such as 

lifestyle habits, family medical history, and exercise 

routines  ay enhan e the  ode ’s a i ity to  a ture 

keystroke predictors. Additionally, obtaining a larger and 

more balanced dataset with equal representation of stroke 
and non-stroke cases would mitigate the reliance on 
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oversampling techniques, thereby improving the 

robustness of the model. 

Another potential research direction involves feature 
engineering, merging attributes like average glucose 

level, heart disease history, and age. This could reveal 

stronger correlations with stroke risk and improve model 

performance. Moreover, exploring alternative machine 

learning models, such as Logistic Regression, Artificial 

Neural Networks (ANN), or deep learning models, may 

offer additional insights and improvements. Continued 

Hyperparameter tuning and model optimization could 

also lead to better predictive performance. 

In conclusion, the current model provides a solid 

foundation, but these future research directions could 
significantly enhance its accuracy, generalizability, and 

real-world applicability in reducing stroke incidence. 
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